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[1] We present a first analysis of atmospheric CO2 transport using meteorological data
from the NASA finite volume data assimilation system (FVDAS). The analyzed
meteorological fields are used along with climatological surface sources and sinks in an
off-line, forward transport simulation for 1998–2000. Analysis of model diagnostics and
comparisons to previous results indicates that the model performance is consistent with
that of most previous global transport models. The model interhemispheric gradients along
with the timing and magnitude of the CO2 seasonal cycle are discussed, providing
inferences regarding the northern biosphere, tropical land, and southern ocean fluxes.
Global distributions of column-integrated CO2 are presented to provide a basis for
measurement requirements for the design of satellite-based instruments for atmospheric
CO2 column. On the synoptic scale we find a significant benefit in using the FVDAS
analyzed winds for comparisons to data. At near-equatorial observation sites, the model
correctly simulates the observed atmospheric composition transition associated with the
latitudinal movement of the ITCZ. Comparison to daily data from continuous analyzer
sites shows the model captures a substantial amount of the observed synoptic variability
due to transport changes. These results show the potential to use high temporal and spatial
resolution remote sensing data to constrain CO2 surface fluxes, and they form the starting
point for developing an operational CO2 assimilation system to produce high-resolution
distributions of atmospheric CO2 and quantitative estimates of the global carbon
budget. INDEX TERMS: 0315 Atmospheric Composition and Structure: Biosphere/atmosphere

interactions; 0322 Atmospheric Composition and Structure: Constituent sources and sinks; 0368 Atmospheric

Composition and Structure: Troposphere—constituent transport and chemistry; 3337 Meteorology and

Atmospheric Dynamics: Numerical modeling and data assimilation; KEYWORDS: carbon dioxide, data

assimilation
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1. Introduction

[2] CO2 emissions, primarily from fossil fuel burning, are
the largest anthropogenic climate driver and will be for the
coming decades to centuries [Intergovernmental Panel on
Climate Change (IPCC), 2001]. In order to make accurate
projections of future atmospheric CO2, we need to under-
stand what controls the highly variable atmospheric CO2

concentrations, the role of various surface sources and sinks
in the global carbon cycle, and the mechanisms through
which CO2 sources and sinks interact with changing cli-
mate. Currently, significant uncertainties are attached to our

understanding of these processes [IPCC, 2001; Schimel et
al., 2001]. Resolving these issues is critical to reliable
predictions of future climate forcing and effective remedial/
preventative actions.
[3] The global distribution of CO2 surface fluxes is

commonly inferred from transport models and atmospheric
concentration measurements (inverse modeling) [Enting
and Mansbridge, 1991; Fan et al., 1998; Bousquet et al.,
1999]. This approach is limited by the accuracy of the
numerical transport model, the circulation/wind inputs that
drive the transport, and the observational CO2 data. Trans-
port model differences have been a major source of varia-
tion in the inference of CO2 sources and sinks [Law et al.,
1996; Denning et al., 1999; Gurney et al., 2002; Peylin et
al., 2002]. The TransCom project [Gurney et al., 2002, and
references therein] is an international effort to quantify the
errors introduced into our understanding of the carbon cycle
by differences/errors in the circulations and transport com-
puted by models. The work reported here uses the transport
core and meteorological analyses from a state of the art data
assimilation system to produce 3-D atmospheric CO2 dis-
tributions based on TransCom emission scenarios.
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[4] The motivation for studying CO2 transport with assim-
ilated winds is based on the ability of such fields to realis-
tically represent synoptic to global scale, real-time variability
while maintaining internal dynamical consistency in time and
space. This allows real-time, point-by-point comparisons to
data, rather than merely climatological comparisons. This
advantage will become more significant as data coverage
increases, e.g., with space-based remote sensing of atmo-
spheric CO2. Here we analyze results of CO2 simulations in a
transport model across a wide range of timescales using the
assimilated meteorological fields from the NASA Goddard
Global Modeling and Assimilation Office. Even with assim-
ilated winds, however, we do not expect to exactly reproduce
the measured CO2 time series because we are still using
climatological surface fluxes.
[5] The overall objective of this work is to present a

first analysis of atmospheric CO2 transport using mete-
orological data from the finite volume data assimilation
system (FVDAS). We use the model results and compar-
isons to data in two primary tasks. The first is to
characterize the model transport using climatological
CO2 sources and sinks. This task sets the foundation
for using this model in an inverse mode to deduce
surface source/sink relationships and establishes the base-
line for testing improved representations of model pro-
cesses. It also serves to document the use of the model as
a test bed with realistic gradients and variability for
developing remote sensing measurement requirements
and retrieval algorithms for potential space-based CO2

instrumentation [e.g., Mao and Kawa, 2004].
[6] A second task is to use this model to evaluate

constraints on the atmospheric CO2 budget discernable in
forward mode. Forward modeling studies have addressed
many of the main atmospheric CO2 budget issues using
estimates of atmospheric circulation derived from climate
models [Fung et al., 1983; Denning et al., 1995;
Erickson et al., 1996; Randerson et al., 1997] and
analyzed winds [Heimann and Keeling, 1989; Taguchi,
1996; Bousquet et al., 1999, 2000]. Here we summarize
relevant model progress since Erickson et al. [1996] and
assess the impacts of new terrestrial biological fluxes,
ocean CO2 flux, and an alternative treatment of the
biomass burning source of CO2. We compare computed
CO2 distributions to local and global observations on
daily to interannual timescales to assess the reliability
of the surface source/sink formulations and to evaluate
the contribution of meteorological variability to the
observed CO2 distributions. This type of analysis should
eventually lead to a more sophisticated description of
sources/sinks at higher time and spatial resolution. In
addition, such evaluation is a first step toward assimilat-
ing high-resolution CO2 data into global models.
[7] We organize the results reported here by a hierarchy

of temporal scales. We find that overall the model large-
scale transport characteristics are consistent with previous
model intercomparisons. The model does an outstanding job
of simulating the seasonal cycle of atmospheric CO2 at
various globally distributed stations and the dynamical
component of synoptic-scale variability associated with
specific features of the atmospheric circulation such as
storm patterns and the movement of the ITCZ. The inter-
hemispheric gradient of CO2 and the annual increase

(considering land use change) is overestimated, consistent
with most models lacking the NH ‘‘missing sink’’ [Tans et
al., 1990; Denning et al., 1995; Fan et al., 1998]. Interan-
nual variability in circulation contributes little to large-scale
CO2 changes at most sites.
[8] Section 2 provides a description of the transport

model, the FVDAS, and model evaluation tests. Section 3
discusses the global CO2 distributions from the model.
Section 4 focuses on comparisons with data, section 5
discusses future work, and section 6 presents a summary
of significant findings.

2. Chemistry Transport Model

2.1. Model Description

[9] The GSFC parameterized chemistry and transport
model (PCTM) used for the CO2 forward simulations in
this study has been has been adapted from an established
full-chemistry/transport model [e.g., Douglass and Kawa,
1999; Douglass et al., 2003; Nielsen and Douglass, 2001].
At the core of the PCTM is the transport code of Lin and
Rood [1996], which is formulated in flux form and adopts a
semi-Lagrangian algorithm. The accuracy of this code for
large-scale transport is well documented for test studies [Lin
and Rood, 1996], large-scale stratospheric dynamics
[Douglass et al., 2003] and for long-range tropospheric
chemistry/transport studies [e.g., Li et al., 2002]. For studies
of tropospheric trace gases, including carbon species, it is
necessary to include transport due to subgrid-scale processes
such as convection and boundary layer diffusion. The
PCTM can be driven by meteorological fields from model
simulations or meteorological analyses. In this study, it is
driven by analyzed meteorological fields from a prototype
version of NASA’s Goddard Earth Observation System,
version 4 (GEOS-4) data assimilation system (DAS).
[10] The GEOS-4 analysis system is built around the so-

called finite-volume general circulation model (FVGCM)
and the physical space statistical analysis scheme (PSAS)
[Cohn et al., 1998]. The prototype version of GEOS-4 used
in this study was referred to as the FVDAS, and this name
will be retained in this manuscript in order to identify it as a
preoperational version of the system. A suite of observa-
tions is input into FVDAS, including in situ meteorological
products (radiosondes, aircraft measurements), and satellite
data (e.g., TIROS Operational Vertical Sounder (TOVS)
level-1b radiances [after Joiner and Rokke, 2000], cloud
track winds, total precipitable water, and surface winds).
The cycling of the FVDAS is in 6-hour windows, using
the observations within ±3 hours of the analysis time and a
6-hour FVGCM forecast.
[11] The FVGCM is based on the Lin-Rood dynamical

core [Lin and Rood, 1996]. Physical tendencies are deter-
mined using the National Center for Atmospheric Research
(NCAR) Community Climate Model, Version 3 (CCM3)
package [Kiehl et al., 1998]. This includes the deep con-
vection code of Zhang and McFarlane [1995], shallow
convection determined from Hack [1994], and planetary
boundary layer (PBL) turbulence [Holtslag and Boville,
1993].
[12] The assimilation process produces the meteorological

variables (horizontal winds, surface pressure, temperature,
moisture), yielding optimally analyzed fields at 6-hour res-
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olution. Additional variables that are produced by the model
are saved as 6-hour averages including the cloud mass fluxes
and turbulence parameters necessary to drive the CTM. A
further uncertainty with using assimilated products for tro-
pospheric constituent studies is the nonconservation of mass;
this arises from local mass adjustments in the assimilation
process and the absence of a global constraint, because of the
sparsity of data. Note that the free-running FVGCM con-
serves mass. Note also that, in the mean, there is no net
accumulation or loss of mass in the FVDAS (a consequence
of the errors being random and the long-term global coverage
of the observations). This local nonconservation of mass
does, however, necessitate the introduction of an additional
‘‘pressure fixer’’ procedure in the PCTM, which is discussed
below (section 2.3).
[13] The PCTM was run using FVDAS output for the

1998–2000 period, run at 2.5� by 2� (longitude by latitude)
with 55 hybrid vertical levels. The CTM used the same
horizontal resolution, but with 25 levels up to 1 mbar, of
which 14 are below 175 mbar. A divergence-conserving
vertical interpolation scheme was used to remap the wind
data [Douglass and Kawa, 1999]; stratospheric levels are
combined for computational efficiency. CO2 is treated as a
passive constituent (within the range of interest for this
study). The small source from CO oxidation is assumed to
be included in the surface emissions. Thus the CO2 distri-
bution is determined only by transport from the specified
sources and removal at the surface sink regions.

2.2. Distributions of CO2 Sources and Sinks

[14] The surface sources and sinks of CO2 are largely
based on the compilations used in TransCom 3 [Gurney et
al., 2002]. Sources and sinks associated with the terrestrial
biosphere are based on computations of net primary produc-
tivity from Randerson et al. [1997]. Ocean sources and sinks
are adopted from Takahashi et al. [1999], an updated version
of Takahashi et al. [1997], which display strong seasonal
variations, unlike those from earlier estimates [e.g., Erickson
et al., 1996]. Estimates of fossil fuel emissions are from
Andres et al. [1996] for 1990 (global total = 5.8 Pg C yr�1).
Finally, an additional source is used to estimate CO2 gra-
dients produced by land use change. Surface CO2 fluxes are
produced from monthly spatial distributions of biomass
burning for 1998–2000 [Duncan et al., 2003], and scaled
to an annual total emission of 1 PgC to simulate a net land use
change flux.
[15] The surface sources and sinks used in this study

represent diurnal averages compiled into monthly means.
Use of average fluxes will affect the simulations in several
ways. First, it damps the computed diurnal cycle of bio-
spheric CO2 in the PBL, especially in the source/sink
regions. Through interactions with vertical convective trans-
port and PBL venting, there may be an impact on the
amount of CO2 transported into the free atmosphere, where
it can subsequently be transported over large horizontal
distances [Denning et al., 1995]. Second, the PBL depth and
ventilation, as well as the cloud mass fluxes, can themselves
have errors in their diurnal cycles, which could also result in
similar problems. These two factors, which could interact in
complex ways, will be the subject of future examination; the
uncertainties involved justify the use of the daily mean
surface fluxes at this stage of model development. Also, the

6-hour mean transport parameters are not adequate to
resolve the diurnal cycle of the planetary boundary.

2.3. Model Evaluation Tests

[16] We have made considerable effort to ensure the
model’s numerical accuracy. The global total mass of CO2

should not change during transport since the tracer mass is
only redistributed, however, we found tracer was not
conserved with the initial offline model during advection
and convection. The source of the error in advection lies in
application of the DAS meteorological data in which the
surface pressure tendency and the mass flux convergence
are not always consistent. This inconsistency causes a
mismatch between the predicted and the data-based surface
pressure at the next time step. Therefore the total mass of a
tracer is not conserved during the advection process, caus-
ing errors in the simulated tracer field. Prather et al. [1987]
first revealed this kind of numerical error in a CTM, and
tried to fix it by modifying the wind data. A similar method
of using a pressure fixer has been developed recently at the
Lawrence Livermore National Laboratory (LLNL) [Rotman
et al., 2001]. The LLNL pressure fixer removes the global
and zonal mean pressure errors and subsequently the
zonally distributed errors. In the vertical, the changes of
mass flux are proportional to the sigma coefficient, so that it
does not induce a vertical wind change. We introduced the
LLNL pressure fixer into our PCTM and found that it can
precisely remove the inconsistency of the wind and surface
pressure data and also is computationally efficient.
[17] We also implemented a new mass conserving, semi-

implicit convective transport module, constrained by the
subgrid-scale fluxes from the assimilation system. The
procedure is designed to be consistent with the deep
convection scheme used in the FVGCM [Zhang and
McFarlane, 1995]. Vertical cloud transport is calculated
according to the following:

qtþDt
k � qtk ¼

gDt

Dpk
Ckþ1 qkþ1 � qkð Þ½ � Ck qk � qk�1ð Þ�tþDt=2

where q is the tracer concentration, Ck and Ck+1 are the net
convective mass flux at the upper and lower edges of layer k, t
is the model time step, and Dpk/g is the air mass of the layer.
The quantities q on the right side of the equation are taken
at the middle of the time step, which is expressed as the mean
of the right side at the current and next time step, t + Dt/2. An
implicit scheme is then used to solve the equation.
[18] The above model procedures have a significant effect

on the off-line transport. In the original formulation, the
maximum seasonally dependent error was about 20% of the
annual CO2 mass increase due to emissions. With
the updated model, however, the total CO2 mass increase
is exactly equivalent to the surface emission. The mass
change due to convection is the major fraction of the
difference, except in August–October when the pressure
fixer dominates the change. The results show a significant
difference in the simulated interhemispheric gradient, which
is reduced from almost 8 ppmv to 6 ppmv in the improved
model. This change is a good example of how atmospheric
CO2 simulations depend on the accuracy of the transport
models and the meteorological data.
[19] In order to verify the quality of the transport model

and the computed circulation data, we conducted a sulfur
hexafluoride (SF6) simulation experiment following the
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procedure of TransCom 2 [Denning et al., 1999]. Compar-
ison of the simulated annual mean SF6 concentration at
24 stations, all in the marine boundary layer, as a function of
latitude (Figure 1) reveals that the simulated meridional
gradient is generally consistent with the observations,

although it is underestimated by about 0.1 pptv. Compared
to Figure 3 from Denning et al. [1999], this result is
consistent with the models in TransCom 2.
[20] The Figure 1 (bottom) shows the simulated annual

mean surface layer SF6 concentration (pptv). The global

Figure 1. (top) Annual mean SF6 (pptv) as a function of latitude interpolated from the model and
observed at 24 locations from Denning et al. [1999]. (bottom) Annual mean distribution of SF6 at the
model surface.
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mean surface concentration is 2.97 pptv, which is in the
middle of the estimates from other models that range from
2.94 to 3.01 pptv [Denning et al., 1999]. The simulated SF6
concentration values in some major surface source regions
are quite close to the observations. For example, the
simulated SF6 at a Hungarian station (47�N, 16�E), a
Wisconsin site (46�N, 90�W), and the Tae Ahn Peninsula
(37�N, 126�E) are 3.67, 3.34, and 3.39 pptv respectively,
while the observed values in these locations are 3.42, 3.31,
and 3.25 pptv. The simulated values are only slightly over-
estimated. We also estimated the 3D interhemispheric trans-
port exchange time defined by Denning et al. [1999]. The
value is 0.61 years, which is comparable to the faster ones in
TransCom 2. This may imply that the vertical mixing in the
present model is greater than that of most models in Trans-
Com 2. The surface maxima of about 3.7 pptv in the source
regions (Figure 1, bottom), however, are in the middle of the
range of TransCom 2 results so vertical mixing is not extreme
by this measure. These diagnostics will help to guide future
model development efforts. We conclude, based on our
analyses of the tracer transport and model diagnostics, that
this model compares well to other chemical transport models
used in earlier intercomparisons.

3. Modeled Global CO2 Distributions

[21] We present several examples of global CO2 distribu-
tions calculated by the forward model for the purpose of
quantifying the expected gradients of atmospheric CO2 that
exist in response to surface forcing. Such distributions are
needed to formulate measurement requirements and retrieval

approaches for potential space-based remote sensors for
atmospheric CO2. The spatial distributions of CO2 in the
model reflect the climatological surface fluxes, modulated
by transport in wave structures that can be observed in the
geopotential height fields (Figure 2f). The general character-
istics of the computed CO2 distributions, such as regional
horizontal gradients near the surface and CO2 column
average are shown in snapshots from two different seasons
in Figure 2 along with an example plot of CO2 column
density and geopotential height for August.
[22] Comparison of CO2 near the surface on 1 February

and 1 August highlights the clear signature of the seasonal
cycle in CO2 that is induced mainly by the terrestrial
biosphere flux. Figure 3 shows typical profile changes as
a complement to the near-surface changes in Figure 2.
Profiles from several example sites (Figure 3) show that
the largest CO2 seasonal variability occurs in the lower
troposphere in close proximity to the surface sources and
sinks. The CO2 profiles are nearly constant above the
planetary boundary layer (PBL) and away from active
source/sink regions where advective transport plus mixing
through convection and diffusion damps the surface effects.
In reality, there is a strong diurnal cycle superimposed on
the CO2 seasonal cycle over vegetation in the growing
season. In the model there is no diurnal cycle in the fluxes
so the diurnal cycle of CO2 is relatively weak. For compar-
isons to data below we use measured daily average CO2 and
samples from sites not immediately affected by the vegeta-
tion diurnal cycle. Future realizations of the model will
include diurnally varying biosphere fluxes and a more
complete representation of the diurnal cycle in transport.

Figure 2. (a and b) CO2 mixing ratio near the surface (�900 mbar) and (c and d) CO2 column average
(note color scale change). The top panels are for 1 August 1998, and the bottom panels are for 1 February
1998. Also shown are (e) CO2 column density and (f) geopotential height at 850 mbar for 1 August 1998.
All frames are taken at 0000 UT. The column average CO2 is found simply by dividing the column
density by surface pressure in appropriate units.
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[23] Advances in carbon science, and CO2 budgets in
particular, are expected to be made using satellite measure-
ments of atmospheric CO2 in the relatively near future [e.g.,
Rayner and O’Brien, 2001; Pak and Prather, 2001]. In
order to observe the near-surface variability of CO2 from
space, a near-nadir total column CO2 measurement is
generally thought to be most feasible [Kuang et al.,
2002]. The column-average mixing ratios (Figure 2) show
that variations in the column generally reflect the changes in
near-surface CO2. The column gradients are on the order of
a few ppmv per 1000 km. This represents an estimate of the
minimum level of precision required for a satellite instru-
ment to resolve CO2 changes related to surface forcing.
Similar precision requirements have been obtained from
inverse modeling [Rayner and O’Brien, 2001; Pak and
Prather, 2001]. Total CO2 column density from the model,
however, such as would be directly measured by optical
absorption (e.g., the Total Ozone Mapping Spectrometer
[McPeters and Labow, 1996]) reveals that variations in
terrain height and surface pressure (i.e., weather systems)
create gradients larger than those from CO2 surface fluxes
(Figures 2e and 2f). A method for normalizing the measured
CO2 column density to account for varying absorption path
is needed, for example through simultaneous measurement
of O2 column [O’Brien and Rayner, 2002]. The ability of
the transport model used to track the influence of surface
forcing at different altitudes and times will be very impor-
tant to correctly interpret CO2 column abundances in
relation to surface fluxes.
[24] As a sensitivity test to examine potential variability

of the CO2 column mixing ratio, an additional source of
1 Pg C/yr due to land use change, distributed in the
horizontal like biomass burning, was included as a separate
tracer. This source resulted in a 0.5-ppmv/yr global increase
in total column CO2 with a mean column gradient (not
shown) of about 0.3 ppmv increasing from high to low
latitudes (see Figures 2c and 2d). This difference in global
column CO2 with and without an explicit biomass burning/
land use source is an example of the magnitude of column

variation that needs to be detectable on a global scale for
monitoring and attribution.
[25] Several other characteristics of the transport model

performance can also be compared in the global fields. The
annual average vertical difference between the surface and
500 mbar of fossil-fuel CO2 (not shown) is similar to the
mean of models for TransCom 1 shown in Figure 5 of Law
et al. [1996]: the NH maximum is 2 ppmv and the minimum
in the SH is �0.5 ppmv. The computed CO2 concentration
at 200 mbar has a magnitude and pattern similar to data
[Nakazawa et al., 1991] and Figures 6 and 7 of Law et al.
[1996] with a maximum in the subtropics.

4. Analysis of Results in Comparison to Data

[26] We evaluate the FVDAS-based simulations of atmo-
spheric CO2 by comparing the computed distributions with
observations across a range of temporal and spatial scales.
We start with the larger-scale variations, such as the
interhemispheric gradient of atmospheric CO2, which is
strongly influenced by the large-scale transport but is also
linked to convective and turbulent processes. Then we
examine the seasonal cycle of atmospheric CO2 as a
function of latitude, compare to data time series at specific
sites, and comment briefly on trends. We finish the model
evaluation by examining the synoptic-scale variability of
CO2 in the model that reflects daily changing DAS
meteorology.

4.1. Interhemispheric Gradients

[27] The interhemispheric CO2 gradient in the simulations
presented here is composed of annual-averaged contribu-
tions from the four source/sink components (Figure 4). The
fossil fuel CO2 gradient is within the range of models from
Law et al. [1996], although perhaps toward the lower
quartile, considering the total fossil flux difference between

Figure 3. Vertical distribution of the CO2 mixing ratio
(ppmv) as a function of pressure in selected regions on
1 February 1998 (dashed line) and 1 August 1998 (solid line)
at 0000 UT. Pluses show the resolution of the model vertical
levels. Altitude scale is approximate pressure altitude.

Figure 4. Interhemispheric gradients of atmospheric CO2

at the surface (lowest model level) from the different
individual source/sink terms used in the simulations (fossil
fuel, ocean, terrestrial biosphere, and biomass burning) as
well as the total. The annual zonal means from three years
are shown: 1998 (dashed line), 1999 (solid line) and 2000
(dotted line), minus the mixing ratio at South Pole. The
biomass burning/land use change term is not included in the
total for consistency with other plots.
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the experiments that is a factor of 1.09 larger here. The
hemispheric concentration difference is 3.6 ppmv (3.1 ppmv
scaled to emission), which is consistent with our finding
from the SF6 experiments (above) that this model has
relatively fast interhemispheric exchange. Comparison to
TransCom 3 results [z 2003] yields similar conclusions. The
biosphere gradient is intermediate to the examples of
Denning et al. [1995] and less than those of Erickson et
al. [1996], demonstrating a significant effect of the seasonal
‘‘rectifier’’ that results from seasonality in the terrestrial
biosphere that covaries with the seasonality in interhemi-
spheric transport [Denning et al., 1995]. In interpreting
these comparisons, one should note that the treatment of
the terrestrial biosphere fluxes is different between the
model runs as well as the model specific transport character-
istics. Comparison to TransCom 3 shows this to be one of
the less strong rectifier models [Gurney et al., 2003].
[28] Figure 4 shows that small interannual differences in

the model total CO2 mean gradient arise mainly from the
biosphere component. This means that the interannual
variations in transport affect the correlation of transport
with the seasonal cycle in emissions/uptake, i.e., the sea-
sonal rectifier. Observed interannual variability of atmo-
spheric CO2 reflects variability in both the surface source/
sinks and the circulation patterns (such as the influence of
El Niño or the North Atlantic Oscillation). The ability to
capture some interannual variability through transport alone
shows a potential advantage of using the DAS for the
transport calculations as opposed to a climatological circu-
lation or GCM fields for real-time comparison with data.
[29] The interhemispheric gradient compared to observa-

tions (Figure 5) has implications for carbon cycle processes
and modeling. The model overestimate of the gradient
(Figure 5 does not include the burning/land use source)
and the rate of annual increase (discussed below) imply an
additional NH sink of magnitude �1.2 Pg C yr�1 is needed,
as has been inferred in previous work [Tans et al., 1990;
Denning et al., 1995]. Interannual variation in the inter-
hemispheric gradient is significant in data but small in the
model, which implies that atmospheric transport variation is
not a major influence, and that the actual surface fluxes
must be varying significantly from year to year [cf.
Dargaville et al., 2000]. Interannual variability of CO2

gradients is correlated with climate variability, e.g., El Niño,
primarily through the influence on ocean and terrestrial CO2

fluxes [Rayner et al., 1999; Schimel et al., 2000; Bousquet
et al., 2000].
[30] The biomass burning/land use source as input here

accentuates the Northern Hemisphere excess by about
0.5 ppmv (Figure 4) since more of the effluent goes to the
north. There is little interannual variation for modeled CO2

from the burning source in these years, in spite of large
differences in the global horizontal distribution of burning,
especially in the tropics. It is also important to note that
most of the observational sites are not located well to pick
up tropical burning plumes and only see the mean increase
as in Figure 4. The source is rapidly transported vertically in
tropical convection and has little influence on surface CO2

outside the active region. On the basis of this simulation,
interannual changes in the global magnitude of the burning/
land use may be detectable, but changes in the spatial
pattern of emissions will be difficult to detect using present

surface CO2 observations, since vertical transport and mix-
ing is generally large in tropical areas.

4.2. Latitude Distribution of the Seasonal Cycle

[31] The local magnitude of the atmospheric CO2 seasonal
cycle is dependent on a variety of factors in the general
circulation. Proximity to strong sources or sinks, the time-
scale of transport from sources/sink regions relative to
diffusion of atmospheric CO2 concentration gradients, and
details of convection, boundary layer processes, and advec-
tive transport all influence the seasonal cycle of atmospheric
CO2. Figure 6 compares the amplitude of the seasonal cycle
of atmospheric CO2 in the model with observations
[Conway et al., 1988] at numerous stations for the same
times (1998 and 1999). Results for 2000 are very similar to
1999. The modeled CO2 amplitude (Figure 6) and phase
(Figures 7 and 8a–8e) in the NH is generally in close
agreement with observations [cf. IPCC, 2001]. The ampli-
tude of the seasonal cycle globally is driven mainly by the
biological flux cycle from the continents, with a modest

Figure 5. Comparison of the annual mean latitude
gradient of atmospheric CO2 from the model (blue) and
observations (red) for 1998 and 1999. Individual sites
(symbols) are shown along with a polynomial fit over
latitude of the observations and model sampled to the
observation points (dotted lines). The model zonal mean
from all grid points is the solid line. Figure 5 includes the
fossil fuel, ocean, and biosphere model components.
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ocean forcing that reinforces the biospheric cycle near strong
ocean sink regions. In the SH middle to high latitudes,
the ocean contribution to the seasonal amplitude is compa-
rable to that from the terrestrial biosphere cycle. The NH
phase (Figures 7 and 8a–8e) is good, better than that of
Erickson et al. [1996], and there is significant improvement
over the simulations compared by Law et al. [1996]. This
supports the realism of the Randerson et al. [1997] biosphere
fluxes used here. There is little interannual variability in the
seasonal amplitude in the model but it agrees more closely
with data for 1998 in the Southern Hemisphere than in other
years because the observed seasonal cycle is larger. This may
be the result of enhanced CO2 emission from biomass
burning in 1998 [Langenfelds et al., 2002] and shows again
the potential benefit of constraining fluxes by comparing
model and data for specific time periods.
[32] The seasonal cycle at individual sites shows some

large differences from the zonal mean especially from 30 to

50�N. Large CO2 amplitude at these sites is usually caused
by the effect of the local continental biosphere and/or urban
pollution and is generally seen in both the observations and
the model. Enhancement of the present observational net-
work is required to better characterize the global seasonal
carbon balance. The largest differences between modeled
and observed amplitude (Figure 6) are seen at sites for
which the measurements are selected for background con-
ditions to screen out large local influence (e.g., TAP, WLG,
CGO) or only limited data are available (e.g., ICE in 1998,
UUM, NMB). In other cases the comparison suggests real
variations in the seasonal cycle not captured by the clima-
tological flux distribution (e.g., ZEP, BAL in summer of
1999 (Figure 7), HUN).

4.3. Flask Site Comparisons

[33] We have selected several sites across a wide range of
latitudes for a direct time series comparison between the
model and the CMDL data. Figure 7 shows the time series
of computed atmospheric CO2 concentrations at eight sites
compared to flask observations [Conway et al., 1988].
Additional time series are shown in Figures 8a–8e in
comparison to daily mean data from continuous analyzer
data [Thoning et al., 1989; Bakwin et al., 1998]. We arrange
the discussion of results in the order of regional signatures
from the North Pole to the South Pole.
4.3.1. Northern Middle to High Latitudes
[34] The amplitude, phase, and to some extent the inter-

annual variability in the seasonal cycle at northern middle to
high latitudes are quite well simulated (e.g., ALT, SHM,
BRW, IZO) as far south as about 28�. The model also
captures the fact that synoptic-scale, week-to-week variabil-
ity is greater at sites more strongly influenced by local
source or sinks (e.g., Figure 7, BAL). In addition to
confirming the overall quality of the climatological bio-
sphere flux seasonality and horizontal distribution, these
comparisons indicate that the transport processes are rea-
sonably well simulated.
4.3.2. Subtropics and Tropics
[35] Variations in meteorology are well simulated in

many cases, such as the seasonal latitudinal movement of
the Intertropical Convergence Zone (ITCZ) (e.g., CHR,
SEY). One can see the sudden shift in influence from the
NH to SH at CHR and SEY as the ITCZ moves north and
the atmospheric CO2 concentration drops to levels typical of
the Southern Hemisphere. Eventually one may be able to
use this higher temporal resolution data to better constrain
surface source/sink estimates in inversions. This is also an
example where satellite data could contribute to better
representing the time evolution of atmospheric CO2 distri-
butions that can concurrently take advantage of DAS
analyzed winds.
[36] The computed summer minimum at most sites South

of about 28�N, e.g., ASK, MLO, is underestimated by the
model. This suggests too little uptake in the sub-Saharan
terrestrial biosphere during this time period or perhaps too
little advection of CO2 depleted air masses from the
Northern Hemisphere mid latitudes. The vertical gradient
of CO2 and the vertical damping of the seasonal cycle is
well replicated in comparison to surface and elevated sites
in Hawaii (not shown, KUM and MLO) and IZO indicating
that the vertical transport parameterization is reasonable [cf.

Figure 6. Amplitude of the seasonal cycle of atmospheric
CO2 as a function of latitude for 1998 and 1999. The red dots
are flask observations, and the blue stars are from the model
daily mean output (not including the biomass burning
source). The seasonal amplitude for each year is calculated
from the peak-to-peak difference in the time series with the
linear trend removed and a five-point triangular smoothing
filter applied. Also shown is the zonal mean of the amplitudes
of the model monthly means (blue line).
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Erickson et al., 1996]. Our comparisons to data at northern
latitudes and tropics generally look better than those of
Randerson et al. [1997], who used the GISS tracer model.
This may be a result of different transport characteristics in
the present model due to improved model formulation and/
or the use of assimilated winds.
[37] The simulated biomass burning/land use source con-

tribution to the magnitude (	1 ppmv) and timing of the

seasonal cycle is negligible at most flask sites. The tropical
Africa and Indian Ocean sites NMB, KCO, and SEY in
1998–2000, and BRW in 1999 are the exceptions at
�1 ppmv, which can be compared to the total amplitudes
in Figure 6. As discussed above, most observational flask
sites aren’t positioned to see the effect of biomass burning.
This is a different conclusion than that of Randerson et al.
[1997] whose biomass burning contributes substantially to

Figure 7. Time series of atmospheric CO2 for 1998–2000 for eight NOAA/CMDL surface stations (red
pluses) and comparison to model at the same locations (blue line). Flask samples are taken roughly once a
week near local noon, and the model output is the daily mean. Model mixing ratios are the total of the
fossil, ocean, and biosphere CO2 globally offset so the 3-year mean at Mauna Loa equals that of the
observations. Data are from version current at December 2001.
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the seasonal cycle of atmospheric CO2 in the Southern
Hemisphere (based on a net source of 1.6 PG/yr and using
different horizontal and seasonal distributions).
4.3.3. Southern Hemisphere
[38] The spatial and temporal patterns of atmospheric

CO2 in the southern hemisphere reflect the transported
signal of NH-dominated processes (i.e., fossil fuel CO2

emissions and terrestrial biosphere exchange) plus a contri-
bution from the SH biosphere and oceans [e.g., Randerson
et al., 1997]. Comparison with observations throughout the
SH mid and high latitudes shows that the seasonality of the
CO2 is in close agreement, but the amplitude is too large in

the model (Figures 6, 7, 8d, and 8e), similar to the results of
Erickson et al. [1996]. The ocean sink has a maximum
contribution to the seasonal cycle at the coastal site, PSA,
where it is about one half of the amplitude seen in Figures 6
and 7. The biosphere cycle contributes the majority of the
amplitude at other SH sites. The phase of the observations is
very close to that of the model biosphere while the ocean
signal leads the observations by about 3 months. The
amplitude of the SH biosphere cycle may be overestimated,
although in this simulation we cannot separate a lagged NH
biosphere signal from the SH cycle. Should there be a bias
in the magnitude or timing of the interhemispheric atmo-

Figure 8a. Comparison of the synoptic-scale variability of daily mean atmospheric CO2 in the model
and continuous analyzer observations for LEF at 396 m AGL. (top left) Time series at the station for
1998–2000 with the model mean (blue) adjusted to that of the data (red). (top right) Time series of CO2

after a high-pass filter (
<30 d, see Figure 9) has been applied. (middle) Observed versus modeled CO2,
(left) unfiltered and (right) filtered. (bottom) Normalized probability distributions of observed and
modeled CO2, unfiltered and filtered.
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spheric transport, this would result in the cycle of atmo-
spheric CO2 being different than that in the observations.
Gurney et al. [2002] find less uptake in SH oceans than a
priori estimates and suggest a greater seasonality for the SH
ocean fluxes with uptake in summer and emission in winter,
which would exacerbate the disagreement in the seasonal
comparison here.

4.4. Trends in Atmospheric CO2 Concentration

[39] The annual increase in the concentration of atmo-
spheric CO2 is highly variable from year to year, averaging
about 1.6 ppmv/year (see, e.g., Conway et al. [1994] and
updated through 2002 at http://www.cmdl.noaa.gov/ccgg).
The increase for 1998–2000 is dominated by low CO2 in
Jan/Feb 1998 driving a larger trend than the decadal average
at almost all sites. The model (with its annually steady state
biosphere) trend is 1.69 ± 0.01 ppmv/year, consistent with

the source/sink inputs with little influence of interannual
transport differences. The model trend varies by ±0.4 across
the measurement sites, related to the correlation between
source sink/regions and prevailing weather patterns.

4.5. Synoptic to Daily Variations

[40] A major advantage of using analyzed winds for CO2

transport simulations is the facility to compare to real-time
variations in the observations at subseasonal scales. CO2

variability contains information on synoptic scales that is
indicative of the transport wind and surface source/sink
variations, which have influenced any sampled air mass.
Eventually we expect to make use of higher frequency and
spatially resolved CO2 measurements from space to
improve estimates of sources and sinks. Here we analyze
the time series of daily model output and observations from
CMDL continuous analyzer sites. We do not expect the

Figure 8b. Time series comparison for BRW as in Figure 8a.
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model to capture all the details of the observed time series
because of limited spatial resolution in the model and the
fact that the model represents the surface forcing only in a
climatological average sense (section 2.2). In situ observa-
tions have shown that CO2 fluxes vary distinctly on
relatively small scales (e.g., km) especially over land and
that vegetation uptake/release responds strongly to regional
fluctuations in meteorology (rainfall, temperature, cloudi-
ness, etc) producing large CO2 changes locally [Gerbig et
al., 2003]. Te current model does not resolve processes at
this level. We find, however, that use of the assimilated
meteorological data enables the model to capture much of
the observed daily variation in CO2, which is driven to a
large extent by transport variation.
[41] We start the discussion of synoptic and daily varia-

tion with the daily time series data from the Wisconsin
tower site (LEF, Figure 8a), which is situated in the midst of

a mid latitude forest [Bakwin et al., 1998]. As shown
previously for the flask measurements, the seasonal cycle
is well represented in the model. The right column of panels
in Figure 8a shows that a significant correlation between the
data and model remains even after the low-frequency
variance is filtered from the time series. Variability at
shorter timescales (<30 d) is driven by the changing weather
systems and transport superimposed on the monthly varying
surface sources and sinks for CO2. The time series analysis
indicates that many of the observed changes in CO2 are
captured by the model. We expect that using a surface
source/sink distribution more tightly coupled to the actual
meteorological fields would capture even more of the
observed variation in the data. The standard deviation of
the filtered time series and the power spectrum (Figure 9)
show that model has less variance at higher frequencies than
the observations, especially near 7 days, as might be

Figure 8c. Time series comparison for MLO as in Figure 8a.
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expected for climatological surface fluxes that do not
respond to changing weather. The timing of the transport
events appears to be good in the model with a peak at zero
lag in the cross correlation with the data (Figure 10). The
power spectrum also shows the dominance of the annual
seasonal cycle at periods larger than �180 d (Figure 9). A
1.5-year time series analysis from another forested site
(ITN, not shown) shows similar features to LEF with an
even higher correlation (0.47) for the high pass filtered time
series. The probability density functions (PDFs) for both the
raw and filtered time series (Figure 8a) reaffirm the model’s
fidelity in simulating CO2 variations from seasonal to daily
times scales. Note that although the PDF mean value is
constrained by the analysis procedure to be the same, the
shapes are not. If we do a similar analysis (not shown) for
the biospheric CO2 only, the correlation of the filtered time

series is degraded, which means that the fossil fuel source
has a significant influence on CO2 at this site (the oceanic
CO2 contribution is nearly constant). Model fossil fuel CO2

alone has much less variability than vegetation CO2 since
there is less spatial variability in the source, but advection of
the fossil fuel source does contribute to the overall corre-
lation between the model and data.
[42] The time series analysis at the Barrow, AK (BRW,

Figure 8b), a high-latitude site remote from strong sources
or sinks, shows similar seasonal variations to LEF, however,
with much lesser variability on the shorter timescales. The
correlation for the high-pass-filtered time series is relatively
high, suggesting that transport variation plays a major role
at this site. We note that the power spectrum (Figure 9)
shows the model has more variance than the data at high
frequency and suspect that this is a result of the admission

Figure 8d. Time series comparison for SMO as in Figure 8a. Correlation coefficient for the detrended
time series comparison of observed versus model is 0.665.
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criteria for the data. The data protocol accepts samples only
from wind directions not influenced by local sources at
BRW [Peterson et al., 1986]. The PDFs again show the
model’s fidelity in simulating CO2 variations over a range
of times scales (Figure 8b). The data and model a show a
double peak in the PDF near 373 ppmv that results from the
annual increase on top of the seasonal maximum. In
analysis (not shown) for the biospheric CO2 only, most
diagnostics are similar but the histogram does not have a
minimum near 373 ppmv. For the high-frequency (filtered)
data, the model tends to spread the PDF relative to the data
consistent with the higher variance in the power spectrum
and less sharply peaked lag correlation (Figure 10).
[43] The CO2 variation at MLO (Figure 8c), a remote

mid-oceanic site in the free troposphere, is strongly influ-
enced by transport of the terrestrial biosphere CO2 and the
fossil fuel combustion source. The MLO seasonal cycle in
the model is slightly underestimated as seen from the time
series peak-to-peak variation, the data-model cross plot fit

(Figures 8c and 10), comparison of the spectrum at periods
>100 d (Figure 9), and the model PDF that is too tight
(Figure 8c). At periods <30 days the level of variability is
much less than the higher-latitude surface sites discussed
above. The model has high-pass variance that is similar to
the observations (S.D. = 0.40, 0.39, respectively) but the
variations are not particularly well correlated (r = 0.32). We
suspect that the lack of event correlation is related to the
model parameterization of convective transport from the
surface sources/sinks to the midtroposphere at MLO. Sub-
grid-scale convective transport in the global model repre-

Figure 8e. Time series comparison for SPO as in Figure 8a
except only raw time series and filtered correlation plots are
shown.

Figure 9. Power spectra of the observations and model
time series (unfiltered) from Figures 8a–8e, along with the
high-pass filter function.
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sents convection in a statistical sense, but not the details of
individual convective events. Future DAS convective model
developments will hopefully improve these correlations.
[44] The site at SMO (Figure 8d), a tropical oceanic

surface site, has a small seasonal cycle, and the long-period
variations are driven mainly by the annual increase. SMO
also shows strong synoptic variability particularly in the
northern winter-spring months. At periods <30 days, the
model and observed spectra are similar (Figure 9) and
the event correlation is high (r = 0.64) in spite of some
missing data in spring of 1998. Much of the synoptic
variation at this site is related to the seasonal movement
of the ITCZ, which is resolved well by the transport
meteorology. The variability of atmospheric CO2 is large
in the NH winter season when the ITCZ is displaced to the
South and SMO comes under the influence of the NH
sources. During NH summer the ITCZ is well north of
SMO and the site is influenced by the relatively less
variable CO2 characteristic of the SH. Most model-data
correlation and much of the variance at timescales <30 days
is produced by the fossil fuel component of the CO2. What
little seasonal cycle exists is driven mainly by the model
fossil fuel and ocean components, with the vegetation
source correlation with data near zero. The seasonal maxima
in the model are overestimated as seen in the unfiltered time
series, correlation plot, and spectrum at longer periods
suggesting that either the transport is too vigorous and/or
the Northern Hemisphere net source is too large as has been
inferred previously.
[45] The remote, elevated South Pole (SPO) station has

a small seasonal cycle on top of the annual increase. As
above the seasonal cycle in the model is larger than the
data. Variance at shorter timescales is very small and
largely represents uncorrelated noise in the measurements
(Figure 8e).
[46] These time series comparisons between the assimi-

lation-based model and continuous analyzer data show that
there is significant information content at shorter timescales

than is typically exploited in models for CO2 source/sink
inversions, at least in some regions [Law et al., 2002]. At
several sites nearly half the variance in atmospheric CO2

concentrations is due to meteorological variability super-
imposed on the climatological source/sink distributions. We
expect to build on these comparisons to better constrain the
distributions of sources and sinks and to utilize the potential
of new space-based measurement systems.

5. Future Directions

[47] The study presented here motivates several avenues
of future work. One next step is to employ higher-resolu-
tion, more realistic representations of the terrestrial bio-
sphere flux using a terrestrial biosphere model. The forward
model provides a basis for direct comparison of the com-
puted CO2 distributions to evaluate the quality of the
biosphere models. We hope to support field programs
(e.g., North American Carbon Program) and possibly pro-
vide boundary conditions for nested high-resolution (e.g.,
mesoscale) models of atmospheric CO2 dynamics that will
connect local process studies to the global carbon budget.
We are also putting CO2 transport on line in the GCM
working toward a long-term goal of a coupled atmosphere-
ocean-land model for carbon and climate.
[48] The comparisons with observations provide a base-

line that can be used to evaluate future model developments,
e.g., boundary layer parameterization, convective fluxes,
model gridding, etc., and to quantify the impact of their
uncertainties on global CO2 transport simulation. In addi-
tion, we have begun using this modeling system in inverse
modeling, the transport adjoint, and CO2 data assimilation.
As global satellite observations for CO2 become available
assimilation-based modeling will be required to exploit the
increased coverage and temporal sampling offered by
remote sensing.
[49] Finally, the model provides a test bed for examining

measurement system (e.g., the CO2 laser sounder) require-
ments and in conjunction with inverse calculations, their
impact on inference of surface fluxes. Future modeling
projects will include simulations of quantities such as
aerosol and clouds that affect our ability to measure the
CO2 distribution from space. One goal of this work is to
supply a more realistic model CO2 atmosphere (e.g.,
Figure 2) to developers of satellite retrieval algorithms.

6. Summary and Conclusions

[50] We have described a global model (PCTM) for
atmospheric CO2 transport using the NASA FVDAS ana-
lyzed meteorological fields, including estimates of subgrid-
scale transport. The global distribution of atmospheric CO2

has been simulated for 1998–2000, using a set of specified
surface sources and sinks including those from TransCom.
The use of assimilated winds allows real-time, site-specific
comparison of computed atmospheric CO2 mixing ratios to
data on a wide range of timescales. This constitutes the first
steps to using FVDAS to infer CO2 sources and sinks and
ultimately to a fully coupled data assimilation system for
carbon cycle processes.
[51] Analysis of the forward transport model diagnostics

and comparison to results from previous model intercom-

Figure 10. Data-model cross correlations as a function of
lag in days, from the unfiltered time series of Figures 8a–
8e. For the SMO detrended time series, the correlation
maximum is 0.665, but it is even more strongly peaked at
lag = 0 than that shown.
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parisons shows the quality of the model performance. The
horizontal and vertical gradients in CO2 and SF6 are
consistent with most models in the TransCom intercompar-
isons. The interhemispheric gradient in SF6 is in reasonable
agreement with observations, although the mixing time of
the DAS-PCTM is a bit quicker (0.61years) than most of the
other models. The interhemispheric CO2 gradient is over-
estimated compared to observations consistent with previ-
ous studies indicating that an additional sink for
atmospheric CO2 is required in the NH biosphere. The
distribution of column integrated CO2, a quantity that is a
likely candidate for space-based global measurements,
shows gradients on the order of several ppmv/1000 km
exist in response to surface source/sink forcing. These
distributions compose a first-order precision requirement
for design of satellite-based remote sensing instruments.
[52] The amplitude and phase of the seasonal cycle of

atmospheric CO2 is in good agreement with the CMDL
observation stations at NH mid to high latitudes. The
seasonal cycle is driven by the strong influence of the
terrestrial biosphere, indicating that the specified flux dis-
tributions are well represented. The NH summer minimum
in the subtropics is too high in the model suggesting a
stronger biosphere uptake may be needed at these latitudes.
The amplitude of the model seasonal cycle is overestimated
at most SH measurement sites. Both ocean and biosphere
contribute to the computed excess.
[53] We find significant advantages in using the FVDAS

analyzed winds when making synoptic-scale temporal com-
parisons to data. The horizontal distributions and time series
of CO2 variations reflect both the source sink distributions
and the transport, which is closely constrained to actual
weather observations. In tropical regions the model produ-
ces an accurate portrayal of the latitudinal movement of the
ITCZ and associated atmospheric CO2 changes. The model
captures a significant amount of the synoptic-scale variabil-
ity in comparison with daily observations, even using
climatological source and sinks. This leads us to expect
that the DAS will form a solid basis for inversion methods
to estimate surface source/sink relationships for specific
time periods especially in combination with anticipated
high-resolution data from remote sensing.
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